
#SafeIntelligence

Trustworthy AI for Intelligent  
Traffic Systems (ITS)

Fraunhofer IKS in cooperation with the  
Huawei Research Center Munich





3

AI-enabled Intelligent Traffic Systems (ITS) offer the potential 
to greatly improve the efficiency of traffic flow in inner cities 
resulting in shorter travel times, increased fuel efficiency and 
reduction in harmful emissions. These systems make use of 
data collected in real-time across different locations in order 
to adapt signaling infrastructure (such as traffic lights and lane 
signals) based on a set of optimized algorithms. Consequences 
of failures in such systems can range from increased conge-
stion and the associated rise in traffic accidents to increased 
vehicle emissions over time. This white paper summarizes the 
results of consultations between safety, mobility and smart city 
experts to explore the consequences of the application of AI 
methods in Intelligent Traffic Systems. The consultations were 
held as a roundtable event on the 1st July 2021, hosted by 
Fraunhofer IKS and addressed the following questions:

How does the use of AI fundamentally change our unders-
tanding of safety and risk related to such systems? 

Which challenges are introduced when using AI for decision 
making functions in Smart Cities and Intelligent Traffic 
Systems?  

How should these challenges be addressed in future? 

Based on these discussions, the white paper summarizes 
current and future challenges of introducing AI into Intelligent 
Traffic Systems in a trustworthy manner. Here, special focus is 
laid on the complex, heterogeneous, multi-disciplinary nature 
of ITS in Smart Cities. In doing so, we motivate a combined 
consideration of the emerging complexity and inherent uncer-
tainty related to such systems and the need for collaboration 
and communication between a broad range of disciplines.

Executive Summary
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Smart Cities as a concept was first developed in the 1990s 
and can be defined in various ways. In [1] the authors define a 
Smart City as “a concept that integrates information technolo-
gies into urban areas, to overcome urban challenges, improve 
sustainability in cities, and enhance citizens’ quality of life”. 
Intelligent Traffic Systems (ITS) can be seen as a sub-domain 
of Smart Cities and offer the potential to greatly improve the 
efficiency of traffic flow within a city. Distributed sensing and 
centralized analysis and control can be used to continuously 
analyze the current traffic situation and process large amounts 
of real-time data to support advanced optimization strategies. 
Free from the computational resource limitations of current 
road-side infrastructure, the cloud-edge computing continuum 
and modern communication technologies enable the explora-
tion of novel paths unavailable to legacy systems.  

Despite their advantages, failures of such systems will have 
wide-ranging consequences. These range from short term traf-
fic disruptions to long term impacts such as increased accident 
rates or emissions. Therefore, for such systems to be accepted 
by the general public and city authorities, their utility must be 
clearly demonstrated and risks emerging from the introduction 
of the systems carefully managed. However, there are several 
characteristics inherent in ITS that create significant challenges 
when arguing the trustworthiness of the systems. ITS ope-
rate within a complex socio-technical context. They consist 
of interconnected technical systems-of-systems that interact 
with many different human stakeholders. These stakeholders, 
that include both city authorities and the general public, may 
pursue multiple, often conflicting goals. For example, getting 
across the city as fast as possible vs. safety and environmental 
considerations. This leads to difficulties in defining an exact 
specification of “desirable” behavior. The use of AI compo-
nents that make opaque, imprecise decisions further exacer-
bates the challenges involved in developing and deploying 
trustworthy AI-based ITS. This also includes evaluating and 
communicating the utility and risk against such a diverse of 
expectations.

This report summarizes the deliberations of a safety expert 
round table, hosted by Fraunhofer IKS on the 1st July to exami-
ne the challenges and potential solutions to trustworthy AI in 
the context of ITS. The round table consisted of safety, mobili-
ty and smart city experts representing academia, industry, and 
public authorities. Although we primarily address this topic 
from the perspective of traffic systems, many of the concepts 
will equally apply to other AI-based smart city applications. We 
therefore consider the topic from the perspective of complex 
socio-technical systems which are likely to become more and 
more reliant on the use of advanced AI-based technologies.

The report is structured as follows: After a brief review of 
previous work on the topic of risk in Smart City applications, 
we describe an example of how AI can be used to optimize 
traffic light signal phases to optimize traffic flow across a city. 
We then investigate the impact of emergent complexity and 
uncertainty within the system on the ability to argue trustwort-
hiness. This leads to the identification of several key challenges 
that need to be overcome when introducing such technology. 
We conclude this report with a collection of ideas for future 
directions of work in this area.

1.	 Introduction
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2.	 Consideration of risk in smart cities 
and Intelligent Traffic Systems

A systematic literature review [1] reviewed work on Smart 
Cities between the years 2000 and 2019 in order to identify 
the origins, trends, and categories of risk occurring in Smart 
Cities. The authors divided the risks into three categories:

Technological: e.g., cyber security, threat of data loss, etc.,
Organizational: e.g., absence of required competencies of 
authorities in a Smart City, and 
Social: e.g., stakeholders’ conflict, mistrust of society to 
new technologies, etc. 

 
Among the surveyed papers, 52% of the articles investiga-
ted technological risks, 32% addressed organizational risks, 
and only 16% considered social risks. In their conclusion, the 
authors highlighted that there is an urgent need for further 
research in this area, especially with respect to social risk.

A similar study [2]  focused on safety and security issues and 
provided the concept of a Safe City. They defined a Safe City 
as “a city, that by the integration of technology and natural 
environment increases the effectiveness of processes in the 
field of safety, in order to reduce crime and terror threats, 
to allow its citizens to live in a healthy environment, provide 
simple access to healthcare, and to achieve readiness and 
quick response to threatening or arising emergencies”.  The 
authors pointed out that to evaluate Smart Cities, first the 
main components of every feature and every system needs to 
be defined. Based on this evaluation, strengths and weak-
nesses of the corresponding city system can be identified. 
Moreover, the authors stressed that the education of citizens 
about the use of such systems is also crucial. However, this will 
be a non-trivial task, as Smart City infrastructure may consist 
of a collection of loosely coupled technical and social systems 
including many legacy components.

Another study on Smart Cities was conducted in [3]. Their 
research showed that there is an urgent need for security 
principles and standards, as well as regulations to improve the 
safety and security of Smart Cities. The authors also pointed 
out that there is a need for further investigation on the colla-
boration between safety and security disciplines to understand 
and mitigate risks and vulnerabilities. Overall, there is a need 
to establish functional standards, responsibilities of liabilities 
and practices cross-countries. Despite this growing awareness 

for the consideration of safety and security risks within a Smart 
City context, we are nevertheless not aware of a significant 
body of work into methods for assuring the trustworthiness 
of such systems and especially not for the topic of Intelligent 
Traffic Systems. As we will see later, we believe that this is due 
to several significant paradigm shifts required to address these 
issues. 

In [4] the authors provided an overview of the main challenges 
facing the implementation of intelligent traffic systems. These 
included the integration of heterogeneous data stemming 
from different systems, the management of big and know-
ledge representation as well as the identification of hazards 
caused by malfunctions of the system. Other work, such as 
[5] has directly addressed the issue of safety associated with 
traffic management systems. In this work, safety analysis tools 
such as Hazard and operability (HAZOP) analysis and Fault 
Tree Analysis (FTA) was used to evaluate the risk of hazardous 
events associated with dynamic speed restrictions on all-lane 
running smart motorways in the UK. Despite a successful trial 
study which demonstrated an increased level of overall road 
safety, the UK government decided to pause the overall rollout 
of such systems due to residual safety issues.  In particular, 
concerns were raised regarding the impact of changes to 
system parameters on safety (e.g., distance between emer-
gency refuge areas and response times to breakdowns in live 
lanes) that were not fully considered during initial deployment. 
A more in depth analysis of the safety issues and their causes 
related to the deployment of smart motorways in the U.K. can 
be found in [6] (Annex C.2).

The work summarized here has highlighted that risks associa-
ted with smart cities and intelligent traffic systems can emerge 
due to their complex interdependencies on their environment 
and deployment parameters. This suggests that a comprehen-
sive and holistic consideration of their deployment context is 
required to ensure the trustworthiness of such systems.
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3.	 AI-enabled Intelligent Traffic Systems 

ITS consist of various sub-fields including Advanced Traveler 
Information Systems, Advanced Traffic Management Systems, 
Advanced Public Transportation Systems and Emergency 
Management Systems [14]. AI has the potential to support 
many of these applications including the application of digital 
twins in town planning and consultation processes [7], AI-
assisted location of available parking spaces, and infrastructure 
supported automated driving applications. 

To illustrate the topics discussed in this white paper we shall 
focus on real-time traffic flow optimization systems as these 
demonstrate many of the challenges involved in arguing the 
trustworthiness of AI-based ITS. The primary objective of 
these systems is to optimize traffic flow whilst at the same 
time minimizing negative impacts on road safety and the 
environment. A city-wide approach to optimization must 
react to adverse, unforeseeable events (accidents, weather 
conditions, disruption to public transport, failures of techni-
cal infrastructure) and adapt signaling schedules in real-time. 
Previous generations of such systems were based on localized 
sensing systems limited to vehicles and public transport and 
bound to localized optimizations of specific intersection or a 

corridor linking intersections. The focus of much work over 
the last few years has been on the use of AI for both traffic 
planning optimization (e.g. [8],[9],[10]) and traffic forecasting 
[11]. The next generation of AI-based ITS rely on data collected 
throughout a city through different forms of sensors and the 
cloud-edge continuum to compute optimal configurations in 
real-time across a city. Such systems target not only the flow 
of passenger vehicles but consider the mobility infrastructure 
as a whole. These systems will therefore build upon a hierarchy 
of both new and legacy systems such as the existing intersec-
tion control that ensure that traffic lights are not switched to 
an inconsistent pattern (e.g. green in conflicting directions) but 
are only able to make localized decisions regarding switching 
patterns.

Adaptive Traffic Light Optimization systems (ATLO) are a form 
of traffic flow optimization that dynamically adjust traffic light 
configurations across many intersections, optimizing multiple 
weighted traffic objectives (e.g., throughput, delay, number of 
vehicle stops or queue length). At each intersection, cameras 
collect video data which is subsequently processed by a stream 
compute unit (SCU) using machine learning (ML) methods such 

Intelligent Traffic Systems are composed of a 
set of application and management tools to  
improve the overall traffic efficiency and 
safety of the transportation systems.«

»
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Convolutional Neural Networks to classify and detect the types 
and trajectories of vehicles. The SCU then generates discrete 
information summarizing the state of traffic over time. This 
information is fed to forecasting and optimization algorithms 
and used to adapt the global traffic light plans across inter-
sections. The system must consider both local and regional 
properties within its optimization space, leading to the need 
to ensure a complex and dynamic equilibrium between these 
perspectives. Once selected, the updated traffic light plans 
are transmitted to the intersection specific controllers, thus 
closing the loop to the traffic flow to be optimized. Machine 
Learning algorithms therefore support this application by both 
accurately sensing the current state of traffic using Convolu-
tional Neural Networks to detect and classify traffic objects 
and by predicting the future state of the traffic in terms of 
multiple traffic metrics based on forecasting and optimization 
algorithms.

Due to the complexity of the operating environment, the 
dependability requirements for this system may not be 
immediately obvious and may vary based on various stakehol-
der perspectives. Furthermore, the lack of predictability and 

transparency of many ML techniques lead to concerns regar-
ding unforeseen failures and unwanted side effects, which in 
turn could hinder public acceptance. The topic of dependability 
and trustworthiness of AI-based ITS therefore requires a more 
systematic investigation. However, a comparison and evalua-
tion of work in the area of AI-based ITS is difficult due to the 
use of different performance indicators, synthetic scenarios 
and traffic simulations being used to test the systems [12]. 
Furthermore, maximizing the performance of ITS must be 
seen as a multi-goal optimization approach where trade-offs 
must be made between different evaluation criteria and traffic 
metrics. Various solutions, both theoretical and empirical, 
have been explored to analyze the behavior of different traffic 
metrics and their dependencies (i.e. [13]) and to develop more 
precise measurements by unifying traffic performance metrics 
under a common formulation [14].
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4.	 Emergent complexity

Complex systems theory defines a system as complex 
if some of the behaviors of the system are emergent 
properties of the interactions between the parts of 
the system, where the behaviors would not be predic-
ted based on knowledge of the parts and their inter-
actions alone. 

From the perspective of complexity science there are a number 
of characteristics that characterize complex systems [15]. Based 
on these definitions, ITS can also be viewed as a complex 
system, based on the following observations [16]:

Semi-permeable boundaries: The boundaries between 
the system of interest and its environment may be fluid 
and dynamic. For example, the ATLO system described 
above can be considered as a closed loop control system. 
However, to fully understand the impact of, and therefore 
potential risks associated with its behavior, it must be con-
sidered within the context of interactions with emergency 
services and city or highway infrastructure as well as public 
transport systems. 

Non-linearity, mode transitions and tipping points: 
The system may respond in different ways to similar input 
depending on its state or context. Small changes in the 
behavior of traffic participants or minor anomalies (e.g. 
temporary road works) may lead to rapid changes of state, 
exacerbated through coupled feedback between system 
components and road users. The seemingly spontaneous 
occurrence of traffic jams and stop-start traffic on motor-
ways are examples of such behavior within traffic systems. 

Self-organization and ad-hoc systems: The adaption of 
the behavior of human road users in response to automated 
vehicles is an example of self-organization, where humans 
become part of a larger ad-hoc system. The ability of traffic 
to spontaneously respond to approaching emergency vehic-
les, even at complex intersections, is an example of ad-hoc 
self-organization. Self-organization and ad-hoc systems 
can also emerge because of unplanned integration of new 
systems with legacy components.

 
The consideration of ITS as a complex system leads to obser-
vations regarding our ability to reason about the trustwort-
hiness of such systems. The emergent complexities of such 
systems and functions will have multiple layers of impact. For 

instance, changing the signal phases of traffic lights could have 
an impact on broader patterns of traffic flow, including how 
human actors plan their journey. Thus, automated decisions 
within complex system could lead to indirect and accidental 
behavior with unpredictable consequences. In general, there is 
a need to understand the behavior of the systems we regula-
te, but there will always be gaps in our understanding. How 
do we ensure that these gaps in understanding do not lead 
to unacceptable levels of risk? Instead of trying to control all 
aspects of the systems, it may therefore be better to allow for 
the positive opportunities of emergent properties to arise in 
a shepherded manner, thus ensuring that they do not lead to 
unacceptable risk. This will lead to a need to define and ensure 
quality of service guarantees that can be monitored in real-
time despite the emergent complexity and unpredictability of 
the system. 

The term “Semantic Gap” refers to the difficulty in expressing, 
often implicit, expectations on a system as a complete set of 
technical requirements. For autonomous, AI-based systems, 
the emergent complexity within the environment and the 
system itself, as well as the transfer of decisions previously 
made by human actors to the system can lead to semantic 
gaps [17] which make the task of defining suitable system 
behavior all the more difficult. Existing methods of iteratively 
deriving technical requirements from a precise definition of 
a set of safety goals for the system are unlikely to lead to a 
sufficiently complete understanding of the required behavior. 
Instead, an iterative process of reflecting system behavior onto 
the stakeholders of the system will be required to refine a set 
of technical criteria by which to measure the trustworthiness 
of the system. These stakeholders will include groups such as 
city planners, traffic planners, municipalities and city autho-
rities, public transport providers, emergency services, logistic 
providers, traffic participants, standardization and regulation 
agencies, businesses in the city, technology suppliers, insurers, 
and further stakeholders. It is also to be expected that some 
stakeholders will inevitably experience negative effects whilst 
the system strives to achieve a global optimum. Approaches to 
communicate the overall utility of the system despite potential 
side-effects and the need to respect accepted definitions of 
human agency are therefore also required.
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5.	 The impact of AI on uncertainty 

Different manifestations of uncertainty threaten our 
ability to reason about the dependability (safety and 
reliability) of a system and therefore, it is of utmost 
importance to be able to identify their sources and 
apply appropriate mitigation approaches to reduce 
these uncertainties.

A system can be defined as open context if it operates within 
an environment which cannot be fully defined during design 
time. This can be due to either the inherent complexity and 
unpredictability of the environment or the way in which the 
environment evolves over time. ITS demonstrate properties 
of open context systems in which the environment they are 
attempting to control (traffic flow) is inherently complex (also 
in the sense described above), dependent on very many variab-
les that cannot be precisely modelled (including human beha-
vior and interaction with other systems) and evolves over time. 
In order to control such systems, multiple points of sensing are 
required and, increasingly, AI techniques are used to extract 
a suitable model of the environment from the unstructured 
sensor data and to derive suitable control strategies.

The issue of uncertainty is closely related to the topic of emer-
gent complexity described above and can be defined in terms 
of a lack of knowledge about the system, its environment, 
and the impact of its actions. This inevitably leads to gaps in 
our ability to determine the trustworthiness of the system, 
for example, the creation of a complete and convincing safety 
assurance case. Generally, uncertainties within a system can be 
classified into one of the following categories: 

Aleatoric uncertainty: Inherent uncertainty associated 
with the randomness of a process. This could, for example, 
include the unpredictable nature of the traffic that is to be 
managed by the system, including unforeseeable events 
due to human behavior, accidents or unknown interactions 
with other systems. 

Epistemic uncertainty: Lack of precision regarding a 
process. This could include the limitations of a machine 
learning model to accurately forecast possible future states 
of the system due to deficiencies in its training data or 
modelling approach. 
 

Ontological uncertainty  [18]: Complete unawareness of 
factors influencing a process (also known as deep uncer-
tainty). This could include a lack of awareness of critical 
factors in the environment or system context that impacts 
the behavior of the system.

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Uncertainty can therefore be caused by the complexity and 
unpredictability of the environment in which the system 
operates (aleatoric and ontological uncertainty) but can also 
stem from the fact that the AI/ML components used to model 
the system provide only a limited approximation of the desired 
target function (epistemic uncertainty). Thus, we can distingu-
ish these three categories of uncertainties within the complex 
intelligent system of systems. Furthermore, the Sense, Unders-
tand, Decide, Act (SUDA) model [20] can be used to identify 
the sources of uncertainty in complex intelligent systems. 
Figure 1 summarizes the sources of uncertainty and complexity 
in these systems based on the different components within 
the context of the ATLO example. As noted above, the system 
may consist of a hierarchy of subsystems each of which may 
follow its own SUDA model (e.g. local intersection traffic light 
switching).

Compared to traditional software, AI techniques and machine 
learning exhibit properties that lead to uncertainties in their 
calculations as well as difficulties in assuring their dependabili-
ty. These can be summarized as follows: 
 
 

Definition of deep uncertainty

In these situations, experts do not know or the  
parties to a decision cannot agree upon (i) the  
external context of the system, (ii) how the system 
works and its boundaries and/or (iii) the outcome  
of interest from the system and/or their relative 
importance [19], [20]. 



Unpredictable 
impact of 
actions on the 
environment

Sensors such
as cameras

SENSE
Noise and 

inaccuracies in 
physical sensing 

approach

ML-based 
algorithms for data 

interpretation

UNDERSTAND
Uncertainties in 
(AI-based) input 

processing algorithms

Global optimization 
algorithm of traffi c 

light phases

DECIDE
Complex (AI-based) 

decisions in 
ambiguous situations 
with uncertain inputs

Local control of 
traffi c light phases

ACT
Imprecise and indirect 

actuation due to 
system and environ-
mental complexity

Inherent 
uncertainty of 
environment

Environmental 
factors, e.g. weather

Behaviour of traffi c 
participants

Figure 1: Sources of uncertainty in complex intelligent systems.
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Generalization: Generalization errors can be caused by 
degradation of accuracy when input data is not within the 
distribution of the training data or overfitting of the model 
to spurious correlations within the training data not related 
to the target function. 

Robustness: Errors caused by sensitivity to small perturba-
tions in the input data. These perturbations can be naturally 
occurring [21] (due to aleatoric uncertainty in the inputs, 
e.g. sensor noise, weather conditions, etc.) or caused by 
adversarial attacks [22]. 

Unreliable confidence estimations: Many machine 
learning algorithms provide a confidence score (as a value 
between 0 and 1) for each result. The confidence that the 
machine learning function indicates for a particular result 
does not necessarily match the actual probability that the 
result is correct [23]. 

Fairness: Imbalanced training sets can lead to an unequal 
probability of errors between various semantic classes 
within the input space. 

Explainability: The decision making of the ML algorithms 
is often opaque, leading to a lack of explainability of the 
decisions leading to the results [24], [25]. The features from 
the data are extracted automatically and therefore, the 
causal relationship between the features and the output is 
unclear. 

An additional challenge related to the use of AI and machine 
learning algorithms is the issue of semantic gaps [17] described 
above. AI, and in particular ML algorithms are often used to 
process unstructured data whose properties cannot be algo-
rithmically described. As a consequence, it is often not possible 

to precisely describe the desirable dependability properties of 
the function, leading to a paradox where machine learning 
is used in place of specificied behavior but a specification of 
dependability properties is nevertheless required in order to 
gain trust. 

These properties manifest themselves to different extents bet-
ween various types of ML algorithms and application domains, 
e.g. depending on the dimensionality of the input data. Howe-
ver, in order to argue that the dependability properties of the 
function are fulfilled and the epistemic uncertainty introduced 
is within acceptable bounds there is a need to understand the 
causes of these properties, such that appropriate measures 
during development and test and can be applied and measures 
at the system level can be defined for limiting the propagation 
of the resulting uncertainties within the system.

What is the definition of a trustworthy  
AI-based system?

According to the EU Guidelines for Trustworthy AI, 
there are seven requirements that AI systems should 
meet in order to be deemed trustworthy [26]:

Human agency and oversight
Technical robustness and safety
Privacy and data governance 
Transparency
Diversity, non-discrimination and fairness
Societal and environmental wellbeing
Accountability
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6.	 Challenges in the introduction of 
Trustworthy AI-based ITS

The complexity and uncertainty properties of AI-based ITS lead 
to a multitude of factors that must be considered whilst deve-
loping, deploying and operating such systems. We have iden-
tified key challenges related to the introduction of Trustworthy 
AI-based ITS and grouped these into two main categories – 
those associated with the system and application as whole and 
those associated specifically with the use of AI.

System-related challenges

Challenge 1: How to define the scope of the system of inter-
est, despite unclear system boundaries and unanticipated inter-
actions with other systems? This includes the identification of 
all possible stakeholders that could be impacted by the system.

Challenge 2: How to define the system-level expectations 
that adequately cover the trustworthiness expectations of all 
stakeholders and balance the needs of all stakeholders whilst 
working towards a global optimum? A strategy is required 
to develop and maintain trust amongst stakeholders. This 
will include ensuring that human agency over the system is 
maintained. This will inevitably include the need for a level of 
transparency and explainability in the decisions made by the 
system to allow for human operators within the city authorities 
to determine whether or not the actions taken by the system 
are leading to desirable behavior or whether an intervention is 
required.

Challenge 3: Each city has its own set of unique properties 
and legacy systems. Solutions for one city might not work for 
others. Therefore, general standards and regulations will need 
to be tailored to the needs of the specific set of stakeholders 
for the city accordingly.  

Challenge 4: How to determine the impact of uncertainty 
within the system and, in combination with the system-level 
requirements, derive specific performance criteria for the tech-
nical (AI-based) components in order to constrain the uncer-
tainty caused by technical components of the system?

Challenge 5: How to define suitable acceptance criteria that 

confirm the performance of the system in terms of its direct 
impact on the observable traffic metrics to be optimized? How 
can the acceptance criteria on the system be confirmed based 
on multi-objective metrics and a variety of representative 
(quantity, quality, diversity) scenarios that can also reproduce 
disruptions or anomalies in the system?

Challenge 6: Which risks are inherent to the system and to 
what extent can tolerable levels of residual risk be quantitati-
vely agreed upon, e.g. based on the direct impact on traffic 
metrics, and which arguments must be supplied to confirm this 
level of residual risk? How to evaluate the positive risk balance 
based on the contribution of the system to technical risk and 
its ability to reduce the inherent risk associated with the traffic 
conditions?

AI-related challenges

Challenge 7: At present, regulations are under development 
to ensure the trustworthiness of AI [26]. Nevertheless, these 
regulations will inevitably be generic in nature and therefore 
difficult to directly measure their fulfilment. There is therefore 
a need to map trustworthiness requirements, such as robust-
ness, transparency, and accountability to measurable proper-
ties of the ML components in the system.

Challenge 8: The ability to manage the emergent risk asso-
ciated with the use of AI is constrained by the initial unders-
tanding of the system and relevant interactions therein. The 
(possibly unintended) behavior of the AI-based system may 
also be dependent on the scope of the data used to train and 
test the systems with an unintentionally wider than required 
scope possibly leading to unwanted emergent behavior. In 
general, the performance of the AI-based systems will depend 
on the choice and availability of training data. In particular, 
negative effects on the robustness, generalization, fairness 
and prediction accuracy of the function must be minimized. 
Depending on the target function and ML techniques used, 
specific criteria will need to be defined to ensure that training 
and validation data lead to a function with properties required 
for a trustworthy system.
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Challenge 9: Many AI algorithms and techniques exist and 
new approaches are continuously being proposed in this 
dynamic field of research. This makes it challenging to identify 
the “right tool for the job”. The techniques vary not only in 
their absolute performance given any given task, but also in 
the nature of evidence that can be collected to argue their 
dependability properties.

Challenge 10: How to prevent the misuse of the massive 
amounts of data required to train and test the AI functions? 
This challenge must consider data storage and proper usage of 
data. 

Challenge 11: Which measures can be applied during the 
design and operation to counteract the emergent uncertainty 
resulting from properties of the environment as well as the ML 
algorithms and the data themselves to ensure that a tolerable 
level of residual risk is met? This choice of risk control measu-
res needs to be made based on a fundamental understanding 
of the causality relationships between sources of uncertainty 
and errors in the system and their impact on overall system 
dependability.

Questions to ask during system design

A key question that needs to be asked when deploying AI in ITS is  
therefore, for which tasks, with which impact, within which levels of the 
system is the AI function being deployed? Does the system allow for a 
fully automated decision making by a single AI component or are there 
other checks and balances in place?  To what extent do human stake- 
holders retain agency over the system and its impact on its environment?
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7.	 Preparing for the consequences

To prepare for the consequences of AI-based decision making 
in ITS, holistic and inter-disciplinary approaches will be requi-
red to derive reasonable expectations on complex intelligent 
systems. There is a need for a better understanding of the 
diversity of the public understanding and acceptance of risk 
associated with the deployment of such systems. This unders-
tanding should be used to formulate and calibrate regulations 
(see e.g. [26]) which determine the desirable properties of 
“trustworthy AI” and may restrict their use for some applica-
tions. Despite the legal, technical and ethical challenges asso-
ciated with the systems, there must also be an understanding 
that AI opens opportunities that cannot be solved with tradi-
tional technology. The risks associated with the introduction of 
such systems must therefore be carefully balanced against their 
potential utility.

At the same time, the technical capabilities need to be develo-
ped in order to create trustworthy AI-based systems that fulfill 
properties of safety, cyber-security, explainability, fairness and 
robustness. This includes a set of V&V methods that confirm 
that such properties are met. The diverse perspectives of social 
acceptance of residual risk balanced against utility and the 
ability to evaluate and ensure critical technical properties of the 
system must be combined within an assurance process capable 
of convincing a wide range of stakeholders.

The role of standardization is expected to play a major role 
in the deployment of AI in ITS. Standardization can build the 
bridge and act as a translation between regulatory, ethical 
and contextual issues, to unfold and close the semantic gaps 
among stakeholders involved in the systems. It also enables 

interoperability between different components of systems. 
Hence, we require shared definitions of system boundaries and 
system stakeholders, defining quality and safety standards for 
AI in the context of the application scenarios which include 
definition of interfaces between systems, technical qualities, 
quantitative and qualitative testing and common criteria for 
ethics and safety on the use of AI. Harmonized standards 
would define common criteria for the safety assurance of the 
systems. However, there may be a need to adapt the standards 
according to specific needs of the city. 

Inevitably, it cannot be reasonably expected that technically 
perfect AI-based ITS systems will ever be developed that are 
able to continuously meet all stakeholders’ expectations. This 
leads to a number of important considerations: 

There will need to be a process of ongoing, continuous 
assurance, to evaluate the system’s dependability with 
respect to changes in the environment, stakeholder expec-
tations and emergent behavior. 

Systems will need to be designed to be resilient against yet 
unknown sources of failures and remaining uncertainties 
within the system. 

There is a need to ensure that humans maintain authority 
and control over the systems including the ability to evalua-
te whether the system is performing its task in a trustwort-
hy manner.
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Introducing AI into Smart Cities and ITS is a complex, hetero-
geneous, multi-disciplinary problem requiring collaboration 
and communication between a broad range of disciplines. This 
paper illustrates the need to consider the emerging complexity 
and inherent uncertainty related to such systems and identified 
key challenges associated with ensuring their trustworthiness.

Despite these challenges there are a few immediate steps 
that can already be taken. This includes greater collaboration 
with standardization bodies and Research and Development 
(R&D) within lighthouse projects to allow for a co-develop-
ment between the safety assurance approaches and asso-
ciated goal-oriented standardization and regulation. Forums 
(such as a series of peer-reviewed workshops) should also be 
established whereby members of different communities can 
participate in detailed discourse and work together to learn 
from experiences in different academic fields and domains. In 
addition, simulation-based experiments and case studies, with 
the associated data need to be made freely available in order 
to provide common benchmarks against which to compare 
the effectiveness of different solutions. Standardized scenarios 
could be defined to support this analysis thus reflecting the 
combination of technical specifications, reference implementa-
tions and conformance test successfully applied with telecom-
munications standardization initiatives.

After these initial immediate steps, there will be a need to 
increase the understanding of the general public for possibili-
ties and limitations with the help of the tech community. This 
will include making use of the inter-disciplinary dialogue and 
existing standards to form consensus - establishing an iterative 
dialogue between engineering-informed ethical considerati-
ons and ethics-informed engineering. This should accompany 
a move towards system-thinking approaches to goal-based 
regulation that can keep track of the rapid technical advances 
expected in this field. 

8.	 Conclusions and next steps
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